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1. INTRODUCTION

1.1 General Remarks

One ef the major problems in speech recognition is the
excessive complexity of the signal that is to be analyzed.
Each syllable of a spoken word may involve several motions
of the articulatory tract to generate the desired sound.
Since each of these motions must produce a different sound,
a speech analyzer must produce a corresponding differentia—
tion in its output for each of these different sounds.
Hence much data are produced for even a simple sentence. A
method for handling these data conveniently and for pre—
senting them efficiently was necessary. With the collection
of these data made, a method of analysis to determine
uniquely the invariant patterns for each spoken word had to
be found. Such a method for data collection and analysis

of speech will be described in the following pages.

1.2 Analysis and Synthesis: Early Developments

Speech is usually eccepted as the most natural method
for the transmission of information for man, and the history
of "talking automata" goes very far back, indeed. "Speaking
machines" developed in the eighteenth century can still be

seen in museums. The most remarkable one was built by



Wolfgang von Kempelen.5

His automaton utilized reeds to
excite hand varied resonators to produce voiced sounds,
while bellows provided ai: to the reeds, Restricted
passages controlled by the oéerator produced the consonants.
Von Kempelen's machine utilized the basic principle of
modern vocoders, i.e., separating the "voicing sound gen-
erator” with little information from a’"controller" with
almost all the information.

The first systematic study of speech sounds, however,
was done by Helmholtz in the nineteenth century.8 He was
able to synthesize vowel sounds by vibrating a number of
pitchforks at selected frequencies. The first recording
of the waveforms of speech sounds was made by a device
called the "phonautograph." Up to the early twenties, many
investigators of speech suspected that speech sounds are
characterized by multiple resonances. At that time, Sir
Richard Paget13 determined that vowels and other sounds
were characterized by two or three dominant resonances in

the vocal tract.

1.3 Analysis and SynthesisY Recent Developments
After these promising beginnings, speech in the last
few decades has been the subject of intensive research

effort as a result of recent developments in the theory of



communication and artificial intelligence. The goal of
this machine-oriented speech research is an effective man-
machine verbal communications system. This system must
convert speech into a code that permits machine recognition
of speech, and ultimately must be able to synthesize speech.
The first step toward this goal was Dudley's "wocoder . "2

A vocoder is a bandwidth compression system which
analyzes and later resynthesizes speech from transmitted
control signals. Gazdag says, "The basic idea, from an
articulatory point of view, is to transmit only signals to
specify the movements of the vocal tract for the purpose of
controlling an artificial vocal tract at the receiving
end. "’

The first vocoder utilized a set of bandpass filters
of a bandwidth of 150 Hz. The rectified and smoothed filter
outputs were modulated to synthesize the sound. A summation
ofuthe modulated control signals formed the resynthesized
speech which was fairly intelligible but lacked naturalness.
It was found that the transmission of the control signals
required only 10 per cent of the bandwidth covered by the
filﬁers which in theory meant that only 10 per cent of the

channel capacity is required to transmit the speech signals.



Since the first vocoder, there has been, despite many
efforts, no major breakthrough in vocoding techniques.
There have been, however, improvements in circuitry and

components, but the basic principles have not appreciably

changed.

1.4 Short-time Spectrum

The area of speech recognition is quite allied to that
of the vocoders as the output of the filters of the vocoder
do yield enough information for one to be able to understand
what is being spoken into the filters. The collection of
all the instgntaneous filter oufputs is referred to as the
"short-time spectrum." Visually displayed, these spectra
are clearly distinguishable and can be read with reasonable
accuracy (see Figure 1 for example).

It has been noted that the "short-time spectrum" has
peaks at various frequencies, known as "formant frequencies."
These peaks seem to occur more or less périodically. The
set of peaks at the lowest frequencies is known as the first
formant; the next lowest, the second, etc. In 1952, using
the first three formants, David Biddulph and Balashek3 were
-able to recognize the spoken digits, “one,f "two, ". ..,
"ten," with nearly 98 per cent accuracy féf a system ad-

justed to the speaker's voice.
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There have been many other systems since this, but
all were limited to the recognition of vowels‘in the well
defined context of the ten spoken digits pronounced under
exact laboratory conditions.

The difficulties in speech recognition are quite
significant. Speech by its very nature is not a "nice"
contipuous signal amenable to the basic tools of an engineer,
Everyone speaks differently; moreover, each person's voice
changes with various situations. The code of speech is not

simple to break.

1.5 Gazdag's Decoder

Gazdag7 has attacked this problem in a rather interest-
ing manner. He challenged the usefulness of phonetic con-
cepts as, e.g., '"phonemes" in speech analysis based on
mechanical processors. Instead of using phonemes as the
basic speech units; he suggested letting the design of the
analyzing system define these basic units which he called
"machine events." Machine events are in his specific case
a function of the set of output siggals of the filters of
a well defined system he called "Processor." Some phonemes
may be machine events but others may be a series of machine

events. The definition of a machine event is characterized



7
by the structure and operation of the machine used. Machine
events are functionally defined. They yield information . -
about the articulation of the speaker in order to differen-
tiate conveniently his ppeech sounds.

.Gazdag gives two requirements for such a Processor.
The Processor must operate invariantly with respect to
various intensities of like utterances; secondly, it must
operate invariantly with respect to temporal variations of
like utterances. The reasons for these requirements are
fairly obvious. Intensity invariance is needed because one
usually does not speak at the same volume constantly;
similarly, invariance with respect to time variation is
regquired since one does not always speak’ at the same rate.

Let us consider the Processor as a part of a larger
system~-the Decoder. When a written message is read b? a
speaker into the input of Decoder, a reproduction of the
written message appears at the output of the Decoder. 1In
a functional sense, the Decoder can be thought of as a
system that performs some kind of a many-to-one mapping
'from the signal space to the message space. The system's
input is a continuously varying speech signal, while its
output can assume only a finite number of discrete states.

Thé~message is expressed in terms of these output states.



Two major operations are performed by the Decoder -
(Figure 2). The first stage is called the "Processor." It
transforms the speech signal into machine events as des-
cribed above. The second stage is called the "Translator."
This stage operates on the output of the "Processor,"
translating sequences of machine events into output messages.

First, let us consider the Processor. It has only one
input channel but has n binary output channels,

ujri=l,....,n

where the values that the channel's signal u; may assume are

At any instant, the set of outputs of the Processor will be
interpreted as a row vector.

U = (uli Ugsoeoy un)
which can assume 298 possible states. BEach of these states
signifies a machine event which in turn may be thought of
as the machine representation of a set of articulétory posi-
tions of a speaker's vocal tract. At this point;:it is
necesséry tO'postulaté that when a speaker generates a
word, his articulatbts move simultaneously and continuously
to produce a seqﬁence of articulatory positions. Therefore,
when the speaker utters a word (or part -of it) at slower or

faster rates, he executes approximately the same sequence
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10
of articulatory gestures at a slower or faster rate. The
necessity of this postulate is obvious from the viewpoint
of parsimony as well as common sense. Even if we spoke
using different articulatory positions at different rates
while saying the same word, the seguence of sounds we hear
must have cénsiderable similarity; otherwise the different
utterances would not sound as though they represented the
same word. Hence the information about the identity of a
spoken word is represented by the order of occurrence of a

sequence of N machine events.

Ug, Uy, Ugse.., Uy

The duration of each Uj provides an indication of the
rate of utterance but its duration is irrelevant as printed
equivalent of the utterance.

BEach uy of the row vector represents independent proper-
ties relating to the utterances; therefore if independent in
value, the probability of more than one element of the row
vector changing at the same instant is infinitesimally
small for practical purposes. Thérefore the Hamming dis-
tance between two adjacent machine events must be unity.

This means that only one component, ui, of two adjacent

row vectors changes its value. For example, consider the
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following row vector:
| 2

|
a

000000 110000 101000 100100 100010 100001

fl
1

o

g\‘\o —c

It can change only to the row vectors shown above.
Let us consider what this implies for the decoding of

speech. First, consider the sequence of N machine events,

where Ui is the n-digit binary number

u. u. oo,
i,1’ 7i,2° 74 ,n

Since the possible representation of each machine event 1is

2™, the number of possible representations of a spoken word

of a sequence of N machine events is 2N

.

of a Hamming distance of one unit for adjacent machine

if the chstraint

events does not hold. For example, the spoken digits,
"one," "two," "three," etc., are represented by between 8
and 15 machine events, while more polysyllabic words will,
of course, require many more machine events to.répresent
them. This means that if the machine representation of a

spoken word was a sequence, say of 10 machine events (N=10),
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each with 6 output channels (n=6), there could be 260

18

or
approximately 10 possible representations. However, taking
the constraint of a Hamming distance of one unit only be-
tween subsequent machine events into consideration, the
number of possible representations decreases drastically.
For the representation of 10 machine events with 6 output
channels as before, there are only l;lxlolo, Or approxi-
mately 234 possible repfesentations. In other wordsg, the
constraint on two subsequent machine events provides a
code that reduces the enthopy of unconstrained sequences of
60 bits, as in the example above, to slightly more than
34 bits.

Because of the ambiguity of the encoding process, a
set of speech events for a particular spoken word by a
particular speaker may vary from trial to trial. However,
due to the fact that the vocal tract goes through approxi-
mately the same process for each utterance of a wdrd, the
sequences should possess many of the same machine events.
Gazdag calls the sequence of common machine events a

"Significant Subsequence," (SSS). This means that in

repeated utterances of the same word, W
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Sl(W); Ul,O' Ul,l' Ul,2"'"' Ui,j"”' Ul,Nl
Si(W); Ui'OI‘ Ui'l,---' Ui’j’-ocl Ui'Ni
Sr(W); Ur,O' Ur,l""' Ur,j""' Ur,N

r

(where Si(W) represents the sequence of Ni machine events
of the i-th utterance of word and WUk,l represents in the
kth utterance of the same word W thé 1lth machine event in
the representation of that utterance), there exists the
largest common sequence of speech events that is sufficient
to signify this particular word.

Let us consider the sequence Si(W). It is an ordered

set of Ni elements. The number of ordered subsets of m

N, w = (Ni)

m

elements for'Si(W) is

The total number of non-empty subsets is

A/(N)—_-zNi-l
For each utterance Si(W)’ all the subsets are established:
)\((Ni) (i.e., the set of all ordered subsets). We now

form the intersection of all the SS(Ni)

[il SS9ty
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and select the elements with 1argest m of this new set.
If there is one and only one, this is the SSS. If there
are more, we iterate.

Let us look at some of the characéeristics of these
SS8S's. Consider the following SSS for the word W of
repeated utterances.

* * %* %*

ll U 2l°¢o, U j,o.., U

where U*j represents the jth machine event of the SSS for

the word W. The most obvious characteristic is that each

machine event, U*j, is included in each Si(W); otherwise

it could not be a characteristic part of that word W. If

this were not the case, the sgund of the vowel "u" could be

said to be characteristic of the sound of the word "car."
The second characteristic is the sequential nature of

the subsequence itself. The particular sound represented

*

by U’i must be followed by, but does not necessarily have

-1

*
to be, immediately adjacent to, U i in a particular original

*
sequence. For example, U g may correspond to the tenth

machine event, U in a particular seguence i, while

i, 10’
*
U g may correspond to the fourteenth machine event, Ui 14°

These two characteristics are the two major pillars of the
hypothesis which claims that a spoken word can be identified

by its S5S.
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Let us now briefly consider the Processor used in this
experiment, for the specific details are discussed else-

where.7

(See Figure 3.) 1In general, this Processor con-
sists of twelve filters which cover the frequency spectrum
from 150 Hz to 3000 Hz. Each covers a particular band of
this spectrum. The outputs of the filters, ai, are analog
in nature, thereby yielding information not only of the
existence of a component at that filter's frequency but
also its magnitude.

The information content of the set of these filter
outputs is redundantl5, and the first problem is to find a
way to reduce this redundancy. If we consider the set of
all filter outputs to be represented by a twelve dimensional
space, the instantaneous state of all filters may be repre-
sented by a vector in this space. After considerable ex-
perimentation, Gazdag was able to show that the essential
information about speech sounds is preserved by locating
this vector in well defined regions of this space that are
separated by six strategically placed hyperplanes. These
hyperplanes partition the twelve dimensional space into 64
regions. The vector in this twelve dimensional space which

represents the particular sound entering the filters at a

given instant in time moves through these 64 regions,
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causing the machine event generator (Figure 3) to héve a
specific output state corresponding to the region in which
the vector is at that given instant. These output states
are called the "machine events" which were discussed
earlier. Due to the time response of the filter outputs,
any machine event to be considered meaningful must persist
for at least 20 msec. Using this criterion plus the one
unit Hamming distance constraint, Gazdag was able to deter-
mine the SSS for a specific word, given several strip re-
cordings from the machine event generator of repeated
utterances of that word. (See Figure 4 for examples.) This
procedure is tedious and time-consuming. The problem that
will be dealt with in the following pages is how to define
operationally this procedure of determination of these SSS's
and how to assemble a system to do this determination

automatically.
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2. THE ALGORITHM

Before any hardware can be made, it is necessary to
find first an algorithm that computes significant sﬁb—
sequences, (SSS). Let us consider Table 1. Each column
represents the machine encoding of a particular spoken word
"W"--in this case it is the digit "ONE"--in the form of a
sequence of machine events. In developing the desired
algorithm, one sequence may be chosen as the standard of
comparison to which the other sequences are then compared.

Let us pick the sequence Sl as the standard. The

first member of the standard, U is compared with the

1,1’

members of the other sequences in the following manner.

When the 82 sequence for the comparison is used, Ul 1 is

compared to U If it is identical, the fact is noted

2,1°

and the next seguence, say S3, is inspected. 1If and

Y11

U are not identical U is compared to U If they

2,1 1,1 2,2°

are identical, the fact is noted and the next sequence is

inspected. If and U are identical, the process is

U1,1 2,2

continued until a match is found or a guarter of the length
of the S2 (the LLOWER SEARCH LIMIT) has been searched. If
no match has been found, the fact is noted and the next

sequence is searched in the same way as the S, sequence was

2
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inspected. The process continues until the sequences other
than the chosen sequence have been inspected for the

existence of a machine event identical to U Once all

1,1°
sequences have been searched, a tally--or vote--~of the num-
ber of sequences having a match for Ul,l is taken. 1If all
the sequences, or all but one sequence, have a match for
Ul,l' then Ul,l is considered a~COMMON MACHINE EVENT. This
is called the "ALL BUT ONE CONSTRAINT." 1In all the se-
quences which have a match for Ul,l the UPPER SEARCH LIMIT
is set equal to the sequential location plus one of the
match U . This means that in searching for a match for
Ul,2’ the search will begin in a particular sequence at

the upper search limit and continue until a match is found
or a quarter of the length of the sequence beyond the upper
search limit or the end of the sequence, whichever comes

first, is inspected. 1In the case of a sequence without a

match for U the upper search limit is the first machine

1,1’
event.. All common elements taken in order of discovery
form the SSS.

When'the member of the chosen sequence is located to--
ward the end of the sequence, the lower search limit of the

other sequence (i.e., the upper search limit plus a quarter

of the sequence length) may exceed the length of that
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sequence. Therefore it is necessary to redefine the lower
search limit as the last member of that sequence. (See
Figure 5 for the cases.)-

There is also a problem if the last members of two
sequences are chosen as common subevents, and there still
are elements in the chosen sequence to be tested for match-
ing. In this case, the algorithm is ended since the
criterion for a common machine event cannot be satisfied.

There is one weakness with the algorithm as it now
stands. Consider the following sequence of numbers repre-

S

senting machine events in sequences Sy SZ""' 5

Sy: 12314763
S,: 1 23417¢63

S3: 1235141763

S,: 12312418763

If sequence Sl were used as the chosen.standard, the SSS is

SSSl: 1 23147663

If sequence 82 were used as the chosen standard, the SSS is

SSSZ: 1234176 3

If any of the remaining Si's were used as the chosen

standard, the SSS is

]
)
-
NN
-
w1
e

SSSi: 1231417 6 3, i



23

ssax1boad UT WYITIODbIY oYz Jo orduexy uy °¢ aanbrg

Hu < w\xc +u Cu < v\mc +b Tu > ¢\Hz + s pue

4
ucw>mwcﬁﬂomﬁsulﬂmnumoqmnwmm£u1mm£ucﬂmﬁ q mD mumsz

LIWIT

HOUVYHS
dHMOT

LINIT
HOUVES
gdddn

LNHAHT ANIHOVIW
NOWWOD &LSY1I

st—- n!i.\.HnTE\V—.D sElx NQCluNsV—. sHQUHD

4] 4 I3}
: SEONINDHES
* DNIIVYJINOD
Curg /m\v& /m.m z'z. 1z,
D & s 008 D s .D. L3 IR D 4 D
{H P} -H ’ [ ™~ ’ s ’
u -—”.D. soucn@\ E+m ..HD LA I +w .H.D. sm .H.D. sooo~N .H_D. hH .HD Qmmg.zm—.bm



24
To eliminate this ambiguity, each sequence is used as the
standard, the set of SSS's generated is treated as a set
of sequences and put through the algorithm againf The re-
sult of this iterated application of the algorithm produces
uniquely the "True Significant Subsequence," SSS*. For ex-
ample, using the algorithm on the five sequences above, we
find the following:
Using Sl as the standard, the SSS is
1231476463
Using 82: 123417¢63
Using S3: 123141763
Using 84: 142 31417%63

Using S,: 123141763

Now when the set of SSS's (denoted by SSS(l)

) is again
put throucjh the algorithm, using the "ALL BUT ONE CONSTRAINT, "
the same SSS's are again obtained. In other wordé,
SSS(l) = SSS(Z).

But since these SSS's are not identical to each other,
it is necessary to tighten the "ALL BUT ONE CONSTRAINT" to
a constraint for which a machine event in the SSS must. occur

in all sequences being performed upon by the algorithm.

Hence in our example, using this constraint, one obtains a
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unique sequence
sss*: 1234763
which represents the "true" SSS, or SSS* for this particular
utterance.

For a set of sequences of short length in the example
as above, it is sufficient to operate the algorithm on.
these sequences and also their SSS's to find the true SSS,
sss®. For a set of more lengthy sequences, a more complex
process is necessary. The original sequences, called the
Oth order SSS or SSS(O), are operated on by the algorithm
to find a set of SSS(l), called the first order SSS's. If
all the SSS's(l) are identical, then the true S8 is any of
these first order SSS's, i.e., SSS(l) = SSS*. If such is
not the case, the algorithm is used on the first order SSS
to get the second order SS8S's, SSS(Z). If these are not
identical to each other, but identical to SSS(l), then the
"ALL BUT ONE CONSTRAINT" is stiffened as in the example
and the SSS(l) are again operated upon by the algorithm to

(2)

. * %*
find the 85S°. If the SSS , are identical, the 885 is
found. If neither of these cases holds, the algorithm is
is used until there is found a set of identical SS8SS's, the

*
nth order $S8S's, which is the true S8S, i.e., SSS . It can

be conjectured that since at each stage some of the non-
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common elements are eliminated from the SS8S's, the SSS*
must exist. No formal proof of this conjecture will be
offered here as it is beyond the scope of this paper.

To utilize this algorithm to analyze the sequences
for the spoken digits, a computer proéram was developed,
and examples of the zeroth order are given, along with the
computed first and second order SSS's. They are shown in
Tables 2, 3 and 4 for convenience in base 10 form by
utilizing the computer program instead of in their original
binary representation. For all cases tried, the spoken
digits, the SSS's converged at most by the second order SSS.
The data input and output and the flow chart of this pro-
gram will be discussed Appendix A and B, respectively,

along with a card listing.



0Oth Order SSS for

00

00

00

00

00

32

32

32

32

32

36

36

40

36

36

lst Order 888 for

00

00

00

00

00

32

32

32

32

32

36

36

36

36

36

2nd Order SSS for

00

00

00

00

00

Table 2.

32

32

32

32

32

36

36

36

36

36

the word

44 12

04 20

44 12

04 12

44 12

04

28

04

04

04

the word

12 04

04 20

12 04

04 20

12 04

20

28

20

28

20

the word

04 20

04 20

04 20

04 20

04 20

28

28

28

28

28

*
5SS

"ONE"
20 28
12 44
20 28
20 28

20 28

"ONE"
28 12
12 44
28 12
12 44

28 12

"ONE"
12 44
12 44
12 44
12 44

12 44

12

40

30

12

12

44

40

44

40

44

40

40

40

40

40

44

42

14

44

44

40

34

40

34

40

34

34

34

34

34

= ss5(2)

40

34

12

40

40

34

32

34

32

34

32

32

32

32

32

42

32

44

32

42

32

00

32

00

32

00

00

00

00

00

34

00

40

34

34

00

00

00

27

32 00

32 34 32 00

32 00

32 00

The Significant Subsequences for the Word "ONE"
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Oth Order SSS for the word "TWO"
00 01 00 32 40 44 36 38 36 32 00
00 20 00 01 00 32 40 44 36 32 00
00 01 00 32 40 44 36 32 00
00 01 00 32 40 44 36 32 60

00 02 00 01 00 Ol 00 32 40 44 36 32 00

lst Order SSS for the word "TWO"
00 01 00 32 40 44 36 32 00
00 01 00 32 40 44 36 32 00
00 Ol 00 32 40 44 36 32 00
00 01 00 32 40 44 36 32 00
00 01 00 32 40 44 36 32 00

SSS* = SSS(l)

Table 3. The Significant Subsequences for the Word "TWO"
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Oth Order SSS for the word "THREE"
00 01 00 32 40 42 34 38 36 44 40 32 00
00 32 34 42 46 44 40 32 00
00 32 34 42 46 44 40 32 00
00 32 34 42 46 44 40 32 00

00 01 00 32 34 42 46 44 40 32 00

l1st Order SSS for the word "THREE"
00 32 34 46 44 40 32 00
00 32 34 42 46 44 40 32 00
00 32 34 42 46 44 40 32 00
00 32 34 42 46 44 40 32 00

00 32 34 42 46 44 40 32 00

2nd Order SSS for the word "THREE"
00 32 34 42 46 44 40 32 00
00 32 34 42 46 44 40 32 00
00 32 34 42 46 44 40 32 00
00 32 34 42 46 44 40 32 00

00 32 34 42 46 44 40 32 00

sss® = sss(?)

Table 4. The Significant Subsequences for the Word "THREE"
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3. THE SAMPLER

To connect the Processor to the computer which contains
the algorithm, the author found it necessary to provide a
"filter" as an interface, called the "Sampler" (second rack
on the right of Gazdag's Processor; Figure 6). It elimix
nates most of the noise generated by the Processor as, for
instance, the Processor's transient states. . .The sampler
signals to the computer that}the Processor has a valid sig-
nal. The computer functions as a storage device as well as
the implementation of the algorithm.

The sampler samples the output of the Processor and
transmits its states to the computer and operates in two
modes: a synchronous and an asynchronous mode. In the
synchronous mode the rate at which the Processor's output
is sampled is controlled by an external clock pulse (CP).

In the asynchronous mode the Processor is sampled -continuous-
ly. In this mode, a change of the Processor's state causes
a change in the sampler's output.

The input of the sampler can be of two forms: inputs
compatible with integrated circuit logic levels and those
which are not. For the latter, the circuit in Figure 7

converts the input level to levels necessary for operation



31

aosTdures

9U3 Y3ITM I0SS800xd

oyl

.w.wuﬁmﬁm




32

I93IDAUQD T2497T OthoT a1qriedwooul °*/ 2InbTJg

AQ-

L]

812N2 e
1nob

1i1'e

AQ+ ¢



33
of the integrated circuits (46 volts for high level, zero
volts for low level). The potentiometer, R3, controls the
input triggering level. The outputs of this circuit give
both the input logic level d; and its complement, ai' For
compatible inputs the integrated circuit (IC) schematic is
shown in Figure 8. The outputs of this circuit are both
the input logic level and its complement.

The input logic circuit feeds into comparing circuitry
(Figure 9). These inputs feed a group of JK flip-flops
operating in a synchronous mode which store the PRESENT
STATE, q;. of the Processor. Another group.of flip-flops
in the asynchronous mode contains the LAST STATE, dy e of

i

the Processor. The present and last states are EXCLUSIVE
or compared through a series of "QAND" gates. If the two
states are different, another asynchronous flip-flop is set
into the high state (qi = 1), causing a one millisecond
oneshot to activate. The oneshot's output is called the
PASS GATE (PG). The PG allows the LAST STATE (ql.) and

i
output flip-flops to change to the PRESENT STATE. (Not
shown in Figure 8.) The output flip-flops drive the output
circuitry.

The output circuitry (Figure 10) consists of a series

of relay drivers with their relays. The drivers enable the
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IC logic to drive the relays. From the relay contacts,
almost any logic level voltages can be accommodated. For
the sampler to be compatible with the Illiac II, it is nec-
essary to have logic levels of 0 (as high value) and -5V
(as the low value) with 100 ohms minimum resistance. A
500 nsec oneshot is also included to pulse the Illiac II
every time there is a new state (indicated by + = 1 signal).
It should be noted that aside from the level compatibility,
the relay response time (about 20 msec) enables the sampler
to operate in an aé?hchronouS'mode without trouble from
transient states. |

Figure 11 shows the entire information flow through
the speech recognition system. The speech signal enters the
microphone of Gazdag's Processor which translates utterances
into sequences of machine events. These enter the Sampler
at the LOGIC LEVEL CONVERTERS and are stored (sequentially)
in the PRESENT STATE flip-flops. By means of the logic
circuitry of the Sampler,‘thé valid machine events are
passed sequentially to the output relays. From the contacts
of these relays, the computer takes the machine events and
stores them as the zeroth order SSS to be operated upon by
the algorithm program. Finally, the output of the algorithm

is in the form of a computer printout. The Sampler and
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computer with the algorithm form the Translator of the
Decoder. The Translator portioh of the Decoder is the

subject matter of this paper.
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4. CONCLUSION

In this paper, an automatic method for finding invar-
iants (SSS's) in sequences of machine events was presented.
‘Based on the work of Gazdag, a Sampler for his Pro-

cessor was built by the author. It passes valid signals,
the machine events, from the Processof to a computer. The
validity of these machine events is determined by their
persistence for more than 20 msec and by a Hamming distance
of one unit between the adjacent events. Utilizing this
Sampler, a speaker speaking into the Processor is directly
connected to the computer which performs the computation of
the true significant subsequences, sss®. This eliminates
the need of manual manipulation of the recorded output of
the Processor.

An algorithm was developed to find Gazdag's SSS*. This -
algorithm has been implemented on the IBM 7094 and the
Illiac II. Several examples of the spoken digits were
tested, and indeed a true SSS was found in each case. (See
Tables 2, 3 and 4 for some examples.)

With the algorithm and the Sampler it is possible to
find the true SSS for words other than the spoken digits.

A library of such representations of spoken words can now
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be built, making it possible to achieve real-time recognition
of human speech.

Aithough the system described here is still in a
relatively simple stage, it may represent a step forward--
however small--in the direction of real-time speech recogni-

tion and man-~machine communication.



10.

11.

42

REFERENCES

.Babcock, M. L. et al., A Dynamic Signal Analyzer, TR 3-1

(AF 33(616)-6428), Electrical Engineering Research
Laboratory, Engineering Experimental Station,
University of Illinois, Urbana (1962).

Crandall, L.R.,.On Human Communication, Science Editions,
John Wiley & Sons, Inc., New York (1961).

‘Davis, K.H. et al., "Automatic Recognition of Spoken

Digits," J. Acoust. Soc. Am., 24, (6), 637-642 (1962).

Dudley, H., "Remaking Speech," J. Acoust. Soc., Am., 2,
165 (1939).

Dudley, H., and T. Tarnocyz, "The Speaking Machine of
Wolfgang von Kempelen," J. Acoust. Soc. Am., 22,
1951 (1950).

Flanagan, J.L., Speech Analysis, Synthesis and Per-
ception, Springer-Verlag, New York (1965).

Gazdag, J., A Method of Decoding Speech, TR 9 (AF 7-66)
Electrical Engineering Research Laboratory, Engineer-
ing Experimental Station, University of Illinois,
Urbana (1966).

Helmholtz, H.L.F., On the Sensational Tone, Longmons,
Bacon & Co., London and New York (1875).

‘Hsia, K.Y., Encoding Speech Events for Computer Recog-

nition, M.S. Thesis, Department of Electrical
Engineering, University of Illinois, Urbana (1966).

Judson, L.S.V., and A.T. Weaver, Voice Science,
Appleton-Century-Crofts, New York (1965).

Millman, J., and H. Taub, Pugse, Digital and Switching
Waveforms, McGraw-Hill, Englewood Cliffs, New Jersey -
(1965).




12.

13.

14.

15.

43

Motorola Engineering Staff, Switching Transistor Manual,
Motorola, Phoenix, Arizona (1963).

Paget, Sir Richard, Human Speech, P. Kegan (ed.), French
" Trubner & Co., Ltd., London, p. 132 (1930).

Potter, R.K., G.A. Kopp, and H.C. Green, Visible Speech,
D. van Nostrand Co., Inc., New York (1947).

Thomas, I., The Significance of the Second Formant,
Ph.D. Thesis, Department of Electrical Engineering,
University of Illinois, Urbana (1966).




44
APPENDIX A
Input/Output for the Algorithm Program

The input'to the program can be of two forms. The
first is a series of utterances of a specific word with the
start of each utterance specifically identified. The
second is a series bf utterances with -the start of each
utterance unspecified. In such a case, the program looks
vfirst for events which are represented by a row vector of
all zeros. These represent pauses between utterances. As
soon as the next non-zero machine event is found, it is
considered the start of a new utterance.

The output of the program is of printed form although
is can also be in the form of punched cards. The input
data are printed out as soon as they are read. Each time
the program goes through the algorithm the sequences are
printed out along with the significant subsequence found.
There is also a diagnostic output. There are two types of
diagnostic output. The first lists every comparison made
with all the relevant variables. The second lists every-
thing the first lists plus, as indicated, the passage
through critical parts of the algorithm along with the

associated variables.
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The specific input cards are of the following form:

Card 1
ri, 2 I 3 ...

I2
4 — The number of separate words (not utterances)

to be analyzed.

Card 2 (Unseparated Utterances)

ri, 2 l 3 | 4-9

) I1 A
4 +

i

The name of the spoken
1

word or some form of an

identifying tag.

-Diagnostic printout (same as on

card 2 of the separated utterances).

e The total number of machine events

in this series of utterances.

Card 3 (Unseparated Utterances)
L, o210sTas e ...

23(12, 1X)

Input machine events (base 10) for

the series Of Utterances. (23 per card).
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‘Card 2 (Separated Utterances)

(l, 2 l-3 l 4-9 I 10,11 [ 12 l 13,14 15 ...

12 I1 A6 1 23(12, 1X)

The total number of
 machine events in each
sequence (utterance) 10,11
contains the total for
sequence No. 1, 13,14
contains the total for
sequence No. 2, etc. TUp

to 23 separate sequences.

The name of the spoken word
in these sequences or an

identifying tag of some form.

Diagnostic printout
0 = No printout

1

Comparison printout

2

Complete printout

Total number sequences for a

particular word (up to 23).



Card 3. (Separated Utterances)
1, 2013la sl6l...

23(12, 1X)

Input machine events (Base 10)

for a sequence up to 23.
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READ ERROR
DISCRIPTI®ONS

!

READ NUMBER

!

(3) DO 172=1,
NUMBER, {

'

READ ITYPE

READ NUM, IDIAG,
TAG, ITBTAL(L),
1=1,N, 1

APPENDIX B

The Program Flow Chart

READ N,

IDIAG, TAG

\

READ
IT(KHJ),KHJI=1,N

:

N={, =1, MK=N
ITRTAL(L) =1,
KK=1, IZERD=0,
ICH=0

3

I(L,KK)=IT(N)

a

48

I@RDL= I(L,KK)

-
KK=KK+1
N=N+{

2

N: MK
<

PRINT
ITOTAL(J),Jd=4,1,4

'

DO K=1, NUM, 1 )

B!
DO I1=,1,1 )

!

!

READ I1(K,KH),
KH=1, ITOTAL(K), !

PRINT I(II,LL)
LL=1, IT@TAL(II),1

!

!

JK=NUM

®

I(L,KK)=IT(N)

ITOTAL(L) =
ITOTAL(L) +1

<d

LKK):IORD

i

| IDRDL: I(L,KK)

| ICH=0
-
KK=4
L=+ ‘
I(L,KK)}O >



ENTRY INTO COMM@N

SUBSEQUENCE
DETERMINATION

SET EXIT
SWITCH,IWZ=1

!

SET PASS
COUNTER, INT=1

INT=INT+1
COMMON EVENT
COUNTER, L=1

y

DETERMINE Y, oF
SEQUENCE LENGTH
IK(K) FOR K=1, JK, 1

!

PICK STANDARD
SEQUENCE, J

SET AND EVENT
COUNTER JJ=1

!

PICK COMPARING

SEQUENCE, K

/,@'@ FORALLK#J )

7

SET EXHAUSTED
SEQ COUNTER,ST=0

/@o FOR ALL K#J )
!

D@ KK=LIMITU(K),
LIMITL(K), L ,

£

JALPH=0

LIMITL(K) =
ITOTAL(K)

NS
CONTINUE

!

ERROR

49

ROUTINE _’@

ERROR

ROUTINE “"’@

JALPH(K) =1

LIMITL(K)=LIMITU(K)

+TK(K)

'
\(C;@NTINUE

®

JK

SUM = ) JALPH(K)
Kt K#J

®

JSAVE(K)=KK
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9

PRINT ERROR
MESSAGE

v
[0=[1g]
[1TeTal] = [JTOT] PRINT
‘ 1) SEQUENCE ARRAY,
—— 2) COMM®N
. = SUBSEQUENCE
LIMITU(K) IISAVE(K)H é ARRAY, IB
C@NTINUj D JTOTINT)=L
SET COMM®N EVENT |- INTERCHANGE
SEQ ELEMENT IS(L)

SEQUENCE #1
=1(J,JJ), COMMON WITH SEQ #INT
EVENT ARRAY
IB(INT,L)=IS(L)

L=L+1
JI=JJ+1 - v

PRINT FINAL

COMM®N SEQUENCE

REINITIALIZE

(1, [ig], [yreT], [TroTa]

=0

!
QNTINU!i . )

THE END
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L
KK

N

OO0 O0 " o

11
12
13
14
69
99
804

569
568

ITOTAL(L)
T(L,KK)

I0RDL
IT(N)

FORTRAN

o

CALL SPR1(1)

TOTAL NUMBER OF WORDS IN STRING L
WORD NUMBER KK OF STRING L

STRING COUNTER

STRING WORD COUNTER

LAST WORD PROCESSED

INPUT STRING WORD N

INPUT STRING COUNTER

XCLOR(A,B,C) EXCLUSIVE OR OF A AND B,C=1 IF TRUEsC=-1 If FALSE
ITEMP

TEMPORARY STORAGE

N4=25

FORMAT(23(12,1X),11X})

FORMAT(1IH ,14,40(1X,12))

FORMAT(1H1)

FORMAT(1H ,14H STRING NUMBER;1X312435(124X1))
FORMAT(1HL1)

FORMAT(19H EXCLUSIVE OR ERROR)

FORMAT(1H ,15H INPUT COMPLETE)

DIMENSION ERROR(10,8)

DO 569 1JK=1,7,1

IJL=1JK

RIT 795683 1JL,(ERROR(TIJL,IIT),I11=1,8,1)
FORMAT(12,8A4)

DIMENSION JALPH(25)4JSAVE(25),LIMITU(25),LIMITL(25)
DIMENSION TK(25),1B(25,25),JT0T(25)

DIMENSION 1(25425),1TOTAL(25),M(25),IT(100),15(40)
COMMON I

COMMON ITOTAL

DIMENSION LOSER{25),TAG(2)

DIMENSION 1ZJ4(25,46)

C INPUT ROUTINE---(201-229)

3333
3010

PRINT 69

READ 3010 yNUMBER
PRINT 3010, NUMBER
PRINT 3333,NUMBER

FORMAT(1H ,20(15,1X)})
FORMAT(26(1241X))

DO 3000 12Z=1,NUMBER,1
READ 3010, ITYPE
IF{ITYPE-1) 3001,3001,3002

C SEQUENCES ALREADY SEPARATED

3001

3011

3003

READ 30114 NUM, IDIAGsTAG(1),TAG(2) 4 {ITOTAL(LJK) yLIK=1,NUM,1)
PRINT 3011,NUMyIDTAG,;TAG(L1)+TAG(2) 9 {ITOTAL{LJIK)»LIK=14NUM,1)
FORMAT(I2,11,2A3,23(12,1X))

DO 3003 IIK=1,NUM,]1

KKK=TTOTAL(TIK)

READ 114 (T(ITKyKHJ) 9 KHJI=1 KKK,y 1)
PRINT 114 (I{TIK,KHI) o KHI=14KKK,y 1)
JK=NUM

GO TO 3004

C SEQUENCES NEED TO BE SEPARATED

3002

READ 30114NyIDIAG,TAG(1)},TAG(2)
MK=N

READ 11, (IT(KHJ) sKHI=14N,1)
PRINT 11, (IT(KHJ) sKHI=1,4N,y 1)

52

A0000101
AQ000102
A0000103
A0000104
A0000105
A0000106
A0000107
A0000108
A0000109
AQ0000115
A0000120

A0000122

A0C000130
A0000135
A0000150
AC000170
A0000175

A0000180
A0000185
A0000190
A0000191
A0000200

A0000201

A2000202

A2000204

A2000202
2

A0000205
A0000206
A2000207
A0000208

A2000209
A2000210

A0000212
A0000213
A2000214
A2000215
A0000216
AQ000217

A2000218
A0000219
A2000220
A2000221



PRINT 804 A2000229
C SEPARATING INPUT STRINGS--—-{230-350) A0000230
ISWIT=1 A2000230
N=1 A0000231
L=1 A0000232
ITOTAL(L)=1 A0000233
KK=1 A0000234
IZERO=0 A0000235
T(LsKK}=TIT(N) A0000240
100 TORDL=I{L,KK) A0000245
101 KK=KK+1 A0000250
102 N=N+1 A0000255
IF(N-MK) 107,107,990 A0000260
107 I(LsKK)=IT(N) A0000265
CALL XCLOR{I(L,KK),IORDL,IALPH) A0000270
1410 IF(IDIAG) 440,440,441 A0000277
441 IKL=1410 A0000278
PRINT 12, IKLyNoLyKKyT(LoKK) o INRDL, IALPH ITOTAL (L) ISWIT :
440 IF(IALPH) 105,104,103 A0000280
105 TORDL=I(L,KK) A0000285
ITOTAL(L)=ITOTAL(L)+1 A0000290
GO TO (1014155),ISWIT
155 ISWIT=1
GO0 70 101 A0000295
103 CALL XCLOR{I(L,KK),IZERD,IALPH) ADO0O0300
IKL=105
PRINT 124 IKLoNyLoKKsT(LoKK),IORDLy IALPH,ITOTAL(L),ISWIT
IF(IALPH) 122,104,106 A0000305
106 ITEMP=I(L ,KK) A0000310
GO TO (1205102),ISWIT A0000314
120 I{L+KK)=0 A0000315
ISWIT =2 A0000319
KK=1 A0000320
L=t+1 A0000325
ITOTAL(L)=1 A0000330
I(LyKK)=TTEMP A0000335
GO TO 100 A0000340
122 ISWIT=1 A0000341
60 TO 105
104 WOT 6,99 A0000345
GO T0 90 A0000350
C SORTED STRINGS OUTPUT (400~ A0000400
90 CONTINUE A0000405 -
PRINT 124L A2000410
PRINT 12, (ITOTAL(TII)gII=14L,y1) A2000415
DO 91 K=1l,1,1 AQ000420
LLL=ITOTAL(K) A0000425
91 PRINT 129Ks {T{KyJ)sJd=1ylLl,l) 42000430
PRINT 11, (IT(KHJ) yKHJI=14Ny1) A2000433
C LIMITU THE UPPER LIMIT OF COMPARISION RANGE(THE LOWEST WORD NO.)}A0001000
C LIMITL THE LOWER LIMIT OF COMPARISION RANGE(THE HIGHEST WD.NDO.,} A0001001
cJ SELECTED STRING NUMBER A0001002
(NN SELECTED STRING WORD COUNTER A0001003
C K COMPARING STRING COUNTER A0001004
C KK COMPARING STRING WORD COUNTER AQ0001005
C 1IWz SWITCH TO END AFTER ALL THE REARRANGEMENTS=U,CONT.=2,EXIT
C M(L) THE COMMON WORD ARRAY A0001006
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OO0 0

L COMMON WORD COUNTER
JK THE TOTAL NUMBER OF STRINGS
INTERNAL COMPARE AND VOTE
JALPH(K) VOTE OF STRING K
JSAVE(K)
JSH(L) SELECTED WORD L
11 VOTE TOTAL
INT PASS COUNTER
JK=L
3004 CONTINUE
IWz=1
PRINT 69
INT=0
3300 CONTINUE
INT=INT+1
L=1
DO 900 K=1,4JK,1
900 LIMITU(K)=1
SET SEARCH LIMITS
DO 800 K=1,JK,1
ICHECK=8
IK{K)=1.
803 IF(ITOTAL(K)-ICHECK) 801,801,802
802 IK(K)=IK(K)+1
ICHECK=ICHECK+8
GO TO 803
801 IK(K)=IK({K)+1
800 CONTINUE
KK=1
K=2
J=1
JJd=1
990 IF(JJ-ITOTAL(J)) 999,999,2999
999 DO 901 K=24JKs1
902 IF(JJ+IK(K)=-ITOTAL(K)) 904,904,903
904 LIMITL(K)=JJ+IK(K)
GO TO 901
903 LIMITL(K)=ITOTAL(K)
901 CONTINUE
ST=0,
DO 996 K=2,JK,1
IF(LIMITU(K)Y-ITOTAL{(K)})) 907,908,906
906 1JK=5
GO TO 998 -
907 IF(IDIAG } 400,400,401
401 IKL=907
400 IF(JJ-IK(K}) 909,912,912
GO TO 102
909 IF({LIMITU(K)) 910,912,912
910 1JK=6
GO TO 996
908 ST=ST+1.
912 IF(ST-2.,) 916,915,915
996 CONTINUE
905 K=JK

PRINT 12, TKLeJsdJs T(JeJJ) sKeKKyT(KyKK) 9 JKoLIMITU(K),LIMITL(K)

IF(ST) 9164915,915

SAVED POSITION LOCATION OF SELECTED WORD IN STRING K
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A0001007
A0001008
A0010200
A0010201
A0010202
A0010203
A0010204

A0010499
A0010500
A0010501

A0010498
A0010501
A0010520
A0010530
A0010531
A0010532
A0010533
A0010534
A0010535
A0010536
A0010537
A0010538
A0010539
A0010540
A0010545
A0010550
A0010560
A0010570
A0010580
A0010590
A0010600
A0010610
A0010620
A0010630
A0010640
A0010650
A0010660
A0010670
A0010680
A0010690
A0010697
A0010698
A2010699
A0010700
A0000342
A0010710
A0010720
A0010730
AG010740
A0010750
A0010770
A0010760
A0010780



915

916

C THIS DETERMINES IF LIMITU(K) IS TOO LOW AND INITIALIZES LIMITU(2)

1000
1400
431

430
1011

1001
1002
1003

411

410
1004
1005
1006
1100
1007
1008
1010

421

420
1009
1079

1013

1836
1835

1833

1834
1831

1014

1015
1012

1JK=7
GO TO 998
K=2

GO TO 1089

CALL XCLOR(I(JyJJ)sI(KsKK)yTALPH)

IF{IDIAG) 430,430,431
IKL=1000

PRINT 129IKLyJsJJdsT(JeJJ)sK, KK,I(K,KK).LIMITU(KiyLIMITL(K),JK

IF(IALPH) 1002,1011,1001
1JK=3

GO TO 998

JALPH(K)=1

JSAVE(K)=KK

GO 7O 1005

KK=KK+1

IF{ 1IDIAG ) 410,410,411
IKL=1003

PRINT 12y IKLsJsJJdeI(JsJJ)eK

JALPH(K)=0

IF{K-JK) 1020,1007,1006
1JK=1

GO TO 998

KK=LIMITU(K)+1

GO TO 1000

11=0

DO 1008 MM=2,JK,1
I1=11+JALPH(MM)

IF(IDIAG) 420,420,421
IKL=1010

PRINT 12y IKL,I1
IF(II-(JK=2)) 1090,1013,1009
IF(IT-{JK-1}) 1079,1013,1079
1JK=2

GO TO 998

IS(L)=I(JsJJ)
IBUINT,L)=1(JyJd)

Il=L

IPIP=1(JydJ)

N10=1

12=32

IF(IPIP-12) 1833,1834,1835
1ZJ(114N10)=1

IPIP=IPIP-12

12=12/2

N10=N10+1

IF(N10-6) 1836,1836,1831
1ZJ(11,4N10)=1

CONTINUE

L=L+1

DO 1012 N=2,JK,1
IF{JALPH{N)) 1014,1012,1015
I1JK=4

GO TO 998
LIMITU(N)=JSAVE(N)
CONTINUE

s KKe I (KyKK) g JKyLIMITU(K) oLIMITL(K)
IF(KK-LIMITL(K}} 100041000,1004
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A0010790
A0010800
A0010810
A0010999
A0011000
A0011010
A0011017
A0011018
A2011019
A0011020
A0011030
A0011040
A0011050
A0011060
AQOt1l070
A0011080
AQQ11087
A0011088
A2011089
A0011090
A0011100
A0O011110
A0011120
A0011130
A0011150
A0011160
A0011170
A0011180
A0011190
AQ011191
A0011198
A2011199
A0011200
A0011201
A0011210
AQ0O11220
A0Q011230

A0011240
A0011250
A0011260
A0011270
A0011280
A0011290
A0011300



1090 Jd=dJ+1
GO TO 990
1020 K=K+1
1089 IF(JJ-1) 1101,1101,1100
1101 KK=LIMITU(K)
GO TO 1000

998 PRINT 997 s IJK9y (ERROR{TJIK Sy TTTI) 9 TIT=14841)3J9JJsKsKKyT(JyeJdJ)y

1L
997 FORMAT(1H +12,2X+8A4,70(2X,13))
C REMEMBER TO READ IN ERROR MESSAGES
2999 PRINT 3015,TAG{1),TAG(2)
t=L~-1
3015 FORMAT(1H ,14H FOR THE WORD,2A3)
DO 3039 J=1sJKy1
IT=1ITOTAL({J)
3039 PRINT 125 {T(JsK)pK=1,11,1)
PRINT 2002, (IB(INT MJ)sMJI=14L,1)

2002 FORMAT(1H ,33H THE COMMON SEQUENCE OF EVENTS 1S,2X,30(12,1X)/

120(1241X))

PRINT 1837, ((I1ZJ(J19J2)4J2=19641),IBlINT,JL1)sJ1=14L,1)

1837 FORMAT(1lH ,61142X,13)
JTOT(INT)=L
DO 1838 Jl=1,25,1
DO 1838 J2=1,46,1

1838 174(J14J2)=0

C INTERCHANGE OF STRINGS TO IMPROVE PREDICTION

PRINT 125 ({IB(INT4K) yK=14L,1})
IF(IDIAG) 432,432,433
433 IKL=880
PRINT 124 IKLoIWZ4y INT
432 IF{IWZ-2) 851,3030,3030
850 IF(INT-JK) 840,840,860
840 N2=N2+1
CALL CHANGE(NZN3,N4)
CALL CHANGE(1,N24N4)
N3=N2
G0 TO 3300
851 IF(INT-1) 830,830,850
C FIRST PASS INTERCHANGE
830 N1=1
N2=2
N3=N2
CALL CHANGE(1,N2,25)
GO 1O 3300
CHECK STRINGS
860 PRINT 881

881 FORMAT(1H ,16H COMMON STRINGS FOUND)

DO 882 J=1,JK,1
PRINT 123J9(IB{J,K)9K=14N4y1)}
ITOTAL(J)=JTOT(J)
DO 882 K=1,4N4,y1
882 T(J,K)=IB(J,K)}
C SET SWITCH FOR EXIT ON NEXT PASS
IWZ=2
GO TO 3300
3030 CONTINUE
C INITIALIZE THE MATRICES
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A0011310
A0011320
A0011330
A0011340
AQ0011350
A0011360
A2012100
A2012110
A0012112
A0012113
A2012114

A0012115
A0O12116
A0012117

A0012120
A0012121

A0012130

A0012210
2

2
A0012211
A0012220
A0013100
A0013110
A0013120
A0013130
A0013139

A0013200
A0013210
A0013220
A0013230
A0013240
A0014000
A2014010
A0014020
A0014030
A2014040
A0014050
A0014060
A0014070

A0014080

A0120010
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DO 3040 J=1,25,1 A0120020
1K{J)=0 AQ120021
JTOT(J)=0 A0120022
IS(J)=0 A0120030
DO 3040 K=1,25,1 A0120040
I{J,K)=0
3040 IB{J,K)=0
PRINT 69
3000 CONTINUE ' AG123000
2001 FORMAT(1H1l,15H END OF PROGRAM) A0123222
2000 PRINT 2001 A2123221
END A0123223
$ FORTRAN
$ PUNCH OBJECT
C SWITCH ROUTINE CHANGOO0O
SUBROUTINE CHANGE(N1,NZ2,N3) CHANGOO1
DIMENSION 1(25,25),ITOTAL(25)
COMMON 1
COMMON ITOTAL
811 DO 810 K=1,4N3,1 CHANGO12
TEMP=T(N1,K) CHANGO13
TE{N1,K)=T(N2,K) CHANGO14
810 I(N2,K)=1EMP CHANGO15

IEMP=1TOTAL (N1)
ITOTAL(NL)=ITOTAL (N2)
ITOTAL(N2)=1EMP

RETURN CHANGO16
END CHANGO17
$ FORTRAN

SUBROUTINE XCLOR (IORD1, IORD2, IALPH)
IF (I0RD1-10RD2) 14241
2 IALPH=1
GO TO 3
1 IALPH=-1
3 CONTINUE
RETURN
END
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